Lecture 24

CSE 331
Oct 27, 2017



And back to our HW schedule..

Homework 6

Due by 11:00am, Friday, November 3, 2017,
Make sure you folow al the nomework policias

All SUbMISSIONS Should be done via Autolat

Question 1 (Programming Assignment) [40 points]

Note
The taxt! for Q) I om a2 yoar Kat le : B reeds to Be upasted, | o acd the Diurh abost bonus points for fastes! submssions though

» Note

This asaigrment can Do soived In ather Java, Pyinon or Cee (yOu sh0uld pick the Nguage you e most comioriable wih), Mease make sure 10 100k o the supporing
SOCUMSNtRton and Ses for the languape of your choosng




Dijkstra’ s shortest path algorithm

Input: Directed G=(V,E), |, =0, sinV

At most
iterations




Reading Assighment

Sec 4.4 of [KT]




Building a fiber network

Lay down fibers to connect n locations

All n locations should be connected

nu Danmark med

Laying down a fiber costs money 25.000 kim fibe

What is the cheapest way to lay down the fibers?




Today’s agenda

Minimum Spanning Tree (MST) Problem

Greedy algorithm(s) for MST problem



Kruskal’s Algorithm

Input: G=(V,E), c.> 0 for every e in E

T=0

Sort edges in increasing order of their cost

Joseph B. Kruskal
Consider edges in sorted order

If an edge can be added to T without adding a cycle then add itto T

—




Prim’s algorithm

Robert Prim

Input: G=(V,E), c.> 0 foreveryeinE
S={s}, T=0

While S is not the same as V

Among edges e= (u,w) with uin Sand w not in S, pick one with minimum cost

AddwtoS,etoT



Reverse-Delete Algorithm

2 0.5

51

Input: G=(V,E), c.> 0 foreveryeinE

T=E

Sort edges in decreasing order of their cost

Consider edges in sorted order

If an edge can be removed T without disconnecting T then remove it

—




(Old) History of MST algorithms

1920: Otakar Boruvka

1956: Kruskal

1957: Prim 1959: Dijkstra



