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Comments on Feedback

B o oo s
Comments on feedback

Thanks for everyone who have feedback (95400 Over the course of this week, | will acdresa/respond 10 some of the feecback
(doth the quanitative ones and the written comments).

in some cases | wil be abie to iIncorporate your comments this year. For others, # mght not be but | will at least present you my
rationale for for why not

| will stant off with fesponses 1O Row you il ADOUT the Class overal, In Darticular. | pay Close altention 10 the fraction of students
who say they ane “challenged and unhappy.” Last yoor this was around 17%: higher than what | would liae byt still something that |
can potentaly ive with, However, ths yoir's numbDer are not good

Overall your feeling about CSE 331
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High level view of CSE 331

Problem Statement

Problem Definition

®
Three general O
techniques

Algorithm

“Implementation” Data Structures

Analysis Correctness+Runtime Analysis




Greedy Algorithms

Natural algorithms

Reduced exponential running time to polynomial



Divide and Conquer

Recursive algorithmic paradigm

Reduced large polynomial time to smaller polynomial time



A new algorithmic technique

Dynamic Programming



Dynamic programming vs. Divide &
Conquer
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Same same because

Both design recursive algorithms
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Different because

Dynamic programming is smarter about solving recursive sub-problems
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End of Semester blues

Can only do one thing at any day: what is the optimal

schedule to obtain maximum value?

Write up a term paper (10)

Party! (2)
Exam study (5)

Project (30)

Monday Tuesday Wednesday Thursday Friday




Previous Greedy algorithm

| |

Write up a termgpaper (10)

331 HW (3)
Project (30)

Monday Tuesday Wednesday Thursday Friday

Exam study (5)




Today’s agenda

Formal definition of the problem

Start designing a recursive algorithm for the problem
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Property of OPT

F

OPT(j) = max { Y 1— OPT( p(j) ), OPT(j-1) }

Given o
how can one figure out if

in optimal solution or not?







A recursive algorithm

Proof of
correctness by
induction on

Compute-Opt(j)

OPT(j) = max{v,+ OPT(p(j) ), OPT(j-1) }



Exponential Running Time
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Only 5 OPT
values!

OPT(3)
Formal

proof: Ex.

— OPT(1)







How many distinct OPT values?



A recursive algorithm

M-Compute-Opt(j) M-Compute-Opt( )
= OPT( )

Run time = O(# recursive calls)



Bounding # recursions

M-Compute-Opt(j)

overall

Whenever a recursive call is made an
value of assigned

At most values of can be assigned







Reading Assighment

Sec 6.1, 6.2 of [KT]




When to use Dynamic Prograrrlming
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There are polynomially many sub-problems f
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Richard Bellman

Optimal solution can be computed from solutions to sub-problems

There is an ordering among sub-problem that allows for iterative solution



