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Broward County

County in Florida
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Machine Bias

There's software used across the country to predict future criminals. And it’s biased
against blacks.

by Julia Angwin. Jeff Larson. Surva Mattu and Lauren Kirchner, ProPublica
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A sample of their result
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What is fair? Take-1

Individual

Fairness




What is fair? Take-2

Equality/
Group

Fairness







Very limited coverage

Book (in progress) on fairness and ML

If you are interested in more details, we refer you to the book by Barocas, Hardt and Narayanan on this topic. As of the time of writing of these notes, this book is still not
complete but it does contain a lot of the known material that we will not cover in this course.



Will we get the definition of fairness?




What about bias?

What is bias?

Ancther loaded term that we will use is the serm [EIEEJ in particutar, there are roughly three kinds of notions of bias that is relevant 1o these notes:

1. The first noson (which meght e the least known) ocours in a dataset whore there are cortan speciic collection of Input variable values ocour more than othars. This essontially
maasure how 1o iwiy from & truly random 7 dataset the given dataset is. Note that this notion i Dias is necessary for ML 10 work. If all the datapoints are completely random
(Lo, Doth ther Inpet and tarpet varable values are completaly random), then thers & no Bias for a classfier 1o "expion” - In other words, one might as wel Just outpet 8 random
label for preciction.

2. The second notion of Biss is that of statatcal Biss [, whre in our SeTINg this would mean Tt the Dindry clasalier OUICOMe does NOt reflect T datribution of the underying
sarpet variable. Such a classifer would be wel caltrated (7, ¥ this does not happen. One could consider a well-caliteated binary classifier 10 be fair 0 3ome sarse. This will be
one notion of faimess that will come up In the COMPAS story. (This is the notion of fairmess used In e rejoinder 10 the ProPublica article).

a.mmmau-nmumammr?muwnmmmw-mu.mudumamhmmumu
notion of bias. And a couple of defintion of this kind of fakmess will also play 2 part In e COMPAS story (his s the notion of faimess used In the ProPublca articie)






correctly classified points

Going beyond
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Binary classifier output

S=1 S=-1




“Confusion matrix”
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True Positive rate
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False Negative Rate (FNR)
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False Positive Rate (FPR)

FPR =
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True Negative Rate (TNR)
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TPR+FNR =1
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Positive Predictive Value (PPV)
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Back to fairness

Protected/Sensitive attribute

To define group faimess, we have 10 well, define a group first. Towards this, we will use the notion of a protected attribute or sensitive attribute (we wil use both
terminoiogy interchangeably): this will be a special attribute R fwhich takes few pre-defined values Le. is a categorical varable (9)-- and each choice of the value of R defines a
separate group. There is precedence in US law: grouping this wary is used in the concept of protected class (7 in US anti-discrimination law-- L6, 0ne cannot dacriminate on
the basis of any protected class.

Coming back 10 the COMPAS example, we will use R 10 dendte the race and for simplicity we wil assume the two values R can take am b (for iack) and w {for white). While
Clearly thase are not the only racial classfication, the results of ProPublica mentioned sarer focus on these two value of race and hence we concentrale on thess two

possbities.
For the rest of the section, we will only consider groups corresponding 1o R(x) = b and R(x) » w [Le. groups based on whather race of x is black or white),

Statistical parity
At a high level we would like the accuracy of binary classifier to be the same across groups. Since in real life false positive positives and false negatives have different costs,
various instantiation of statistical parity definitions follows by asking that different notions of accuracy be the same across groups.



Why statistical parity across groups?
Legal Information Institute 1 1]

ABOUT LII» GETTHE LAW?» LAWYER DIRECTORY LEGAL ENCYCLOPEDIAY HELPOUT»

ano

U ol { Federal R -CFR)  Title 29 - Subtitie B - Regulations Relating to Labor
CHAPTER X1V - EQUAL EMPLOYMENT OPPORTUNITY COMMISSION | PART 1607 - UNIFORM GUIDELINES ON EMPLOYEE SELECTION PROCEDURES (1978)

General Principles  § 1607.4 Information on impact.

29 CFR § 1607.4 - Information on impact.

2 CFR Toolbox

D. Adverse impact and the “four-fifths rule.” A selection rate for any race, sex, or ethnic group
which is less than four-fifths ( 4/5) (or eighty percent) of the rate for the group with the highest

while a greater than four-fifths rate will generally not be regarded by Federal enforcement agencies
as evidence of adverse impact. Smaller differences in selection rate may nevertheless constitute




Notes on ML and law

Discrimination, Law and ML

Ths page wil do a quIck overview of anti-dscrimination law and how it could/would interact with the ML pipeine.

A Under Construction
This a0 15 Sil UNON COMSIFUCHION. I8 Dartioullr, NOTWY Nere 8 TNl wihle Ihis 840N SN semains here

A Request

1 now | am Diased In favor of sederences et 2ppear In Bhe computer scance Rerature. ¥ you think | am missing a sslovart eferencs (Dutsce or sven within CN), pleans s
1% M

Anti-discrimination law
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Rates for groups
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FPR and FNR for groups
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PPV for groups
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Finally, the formal fairness definitions

Equal FPR
We say a classifier fair with respect to FPR if

FPR; = FPR,,.

In the COMPAS context, a classifier is fair with respect to FPR if chances of a black and white defendants begin identified as reoffending when they actually did not end up
reoffending are the same. This is one of the notions of fairness that ProPublica used.

Equal FNR
We say a classifier fair with respect to FNR if
FNRy = FNR,,.

In the COMPAS context, a classifier is fair with respect to FNR if chances of a black and white defendants begin identified as not reoffending when they actually did end up
reoffending are the same. This is one of the notions of fairness that ProPublica used.

Why no Equal TPR and TNR?

You might be wondering why we did not define notions of fairness with respect to TPR and TNR? The answer is that because we already have! Do you see why?

: We claim those follow from fairness with respect to FNR and FPR respectively.

In the COMPAS context, a classifier is fair (or does not have any statistical bias () if the chances of a black and white defendant being correctly identified as reoffending given
that the classifier identified them as such are the same. This is the notion of fairness used in the rejoinder to the ProPublica article.



Exercisel

For each notion of being fair with respect to FPR, FNR and well-calibrated, decide if it holds for the following instance (that we have seen before):

S=1 S=-1 5=1 =
A A A A A
A A A A
1 Y=1 A A A
A A A A A A
o o o o o
-1 v=-1@ @ o o o
o o o o
o o o e o



Passphrase for today: danah boyd




Connecting back to COMPAS story
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Perhaps COMPAS can be improved?

This is a good time to clarify/remind you that the recidivism rates being higher for blacks than whites does not imply that blacks necessarily reoffend at a higher rate the
whites. Think about why this could be the case.

CEE3: How would you measure whether someone reoffended or not?

NO, you can't!
it is impossible for a binary classifier to satisfy all three notions of fairness (i.e. faimess with respect to FPR, FNR and being well-calibrated) unfess the fraction of positives to

the overall number of points is the same in both groups.

In the COMPAS dataset, the recidivism rate for blacks and whites are 50% and 39% respectively. Hence, the fact that COMPAS could not satisfy all three notions of faimess, is
mathematically unavoldable.

The above kind of result is also known as an impossibility theorem : see e.g this impossibility theorem for voting systems (£ for a more well-known such result,
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Argue the general casel

S=1 S=-1

A A A A A
-p)- A A A

V= 1 A N (1p)x p-Y A
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o o U e (1q-U @ o
Y=-1 @ e 6 6 6 o [ )
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Argue the impossibility theorem for the more general case of

FPRy, = FPR,, = p and FNR, = FNR,, = g,

where p and g are arbitrary numbers between 0 and | (i.e. they need not even be the same let above both be equal to ';
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Alternate conclusion from the impossibiity result
Wa will prasent ted eguivalent descriptions of the Impoasbity resuit:
1. 1 we want all Twee forms of famess Famess with respect 10 FPR, Iarmess with resdect 1o FNR and wel calibrmied clasafior, then That is only poasbie when the
provalence of ™ tarpet viratie (L. the action of points & with Y(X) = 1) is B same aceons grougs.

2. Suppoasd we wart 1o fakrness with reapect 1o FPRL and FNIR jwe will see shortly why this s a desired outoome). Then if e prevalencs of the target variabie is not same
2cross groups e, the cata Bsel! is Diased), then e Dirary classfier has 10 "comect” for the blas and Pence, cannot be well-caltrated

We note that the firs? inferpestation is e Iecsl interpretation of the MPoasbity resull while the Second IFterpretation i T equivalent cortrapantive (7 of Bw mpossitility

NO, you still can't!

A 2017 ITCS paper by Kleinberg, Mullainathan and Raghavan show that even with the above two relaxations, we cannot simultaneously satisfy all three notions of
(appropriately defined) approximate notions of fairness (even for non-binary classification).



Why should we care fairness wrt FNR and FPR

Why should we care about fairness with respect to FPR and FNR?

As alluded to earlier: there are good reasons to ask for fairness with respect to FPR and FNR. In particular, one strong motivation comes from the legal principle of disparate
impact (7. The basic principle is that the outcome of a decision maker should not impact one group under a protected class (e.g. blacks) more than another group in the same
protected class (e.g. whites). Thus, if one group is disproportionately impacted by a decision process then that process can be said to be legally discriminatory.

We will see shortly that under a reasonable (but very simplified) model, difference in FPR and FNR lead to disproportionate impact.






What if we only care about one fairness def?

How do we incorporate a fairness notion
Here is the technical problem: given that we want a binary classifier such that it has equal (or approximately) close to equal FNR (and equal FPR), can be train a model that has

the best accuracy subject to these fairness constraints?

It turns out that one can express these fairness constraints as “linear constraints® and we can use existing techniques from optimization to get a model with the required
fairness constraints. Agarwal et al. show this to do this for a broad class of fairness constraints (i.e. even beyond fairness with respect to FNR and FPR) in a fairly generic way.



Shortcomings of group fairness

Fairness through blindness
This example is take from Dwork et al.

One common notion of fairness used is that of "fairness through blindness"-- the idea here is that the classifier explicitly does not use the sensitive attribute (R in our case is
race). In particular, such classifiers explicitly excludes the sensitive attribute as one of the input variables. However, in practice e.g. it turns out that zip code is very good

predictor of race. For the roots of why this is true, see this video:




Fairness gerrymandering

Fairness gerrymandering
The general idea of this example is from Dwork et al. though the specific version (and indeed the term fairness gerrymandering)is from Kearns et al.

The basic idea behind this "attack” is that while a classifier's output is fair with respect with FPR and FNR for sat race and gender individually, they might no longer be fair

when we combine race and gender. Before going into the details of an example, we would like to point out that this at a high level is the same issue as that of intersectionality
7' that was coined by Kimberlé Crenshaw (7. Here is a TED talk by Crenshaw on this : there are some graphic violence scenes towards the end of the video):




Consider this situation

Woman

Man
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FNR and FPR of various groups?

Woman

Man

wwwwwwwwwwwwwwwwwwww




Individual Fairness

Individual fairness
We say that a classifier is fair if it treats two "similar" individuals "similarly." Note that this is the first notion of fairness that we started off in these notes.

The natural followup questions are:

1. How do we determine how similar two individuals are.
2. How do we define what it means for a classifier to treat two individuals similarly.

Shortcoming of individual fairness
Dwork et al. state that society will need to decide on what it means for two individuals to be similar and once this notion of similarity is well-defined it can be used to answer
the first followup question above.

In my personal opinion, the above is a really strong assumption and is a shortcoming of the proposal of individual fairness. The main reason is that soliciting much simpler
information from humans is hard-- trying to elicit a "true” distance between individuals for all human beings is not realistic.

The notion of individual fairmess get get over the shortcomings of group fairness that we talked about-- see Dwork et al. for more details.

In between individual and group fairness
Kearns et al. define a notion of fairness that potentially holds against (exponentially or even infinitely) many subgroups. The paper then shows how one can compute the
optimal model with these fairness constraints. Please see the paper for more details.



