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Please have a face mask on

Masking requirement

Your face mask must cover
your nose and mouth

at all imes.

UR_requires all students, employees and visitors - regardless of their vaccination status - to wear face coverings
while inside campus buildings.




All Jupyter notebooks have been added
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First Progress Summary due 5pm on Mon

E note @16 -

Autolab accepting first progress summary

Autolab s now acoepting submission for the first progress summary. See T nytabus for Do detals on what is needed n the summary,

| created the groups (015) for y'al on Autolab 30 only one person om the group noeds to submit the summary by Spm on Monday, Feb 21

et .



Relation to problem statement

, Data :
Real world Real world Learning collection Which data to Data
goal mechanism problem collect? representation

mechanism

Target

| del
Problem independent techniques flass/mode

Predict on test Model Training data
data training set

Evaluate error



VL model classes

Real world Real world £ Which data to Data
goal mechanism ARG collect? representation

Target

class/model




Restrict to two input variables
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FOI’ examp‘e...
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Does every human get their unique point?
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Need more dimensions
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Focus on binary classification

Binary Classification s the name of the game

We had mentioned this in the passing earber, that in this course we will focus on binary classfication: Le. the target varables that we wil consider in this course only take two
values: typcaly we will cal one value positive and the other negat lve . For example, in the running exampie in this notes of predicting the rsk of hoart isease, positive
would moan high risk of getting hoart dissase and negative would mean low risk of heart disease.

Of course, it many cases (ncluding the heart dsease nsk preciction) it makes sense to have the target vanable take many valses (or even for the case when the target varable
s Inhevently binary it makes sense 10 assign a probabeity of whether the target variable is positive-~ in which case the target variable is a real rumber between 0 and | and
thus takes on irdinflely posabie valuea)

We decided to focus on binary classification since It makes the exposition sasier (INcluding drawing fgures of the kind y'all will see 300n) but at the same tme s complex
enough % Bustrate mary of the techmcal detals and nuances.



What is @ model?

A “curve” /[function that labels every point either as positive (blue) or negative (yellow)

700
The line “defines”

the model. AImost...
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The colors can be flipped!

700

Linear models
The models we considered above (as we have seen before) are called /inear models (because you can literally draw a line to present them in 2D). In particular, in the case of

two input variables, a linear model is completely defined once you specify the line as which of the two sides is the positive side (and the other side automatically becomes the

~

negative side).
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Can go beyond linear models: why not?
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't can get crazier...
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And crazier!

700 I 700 I

I'he figures above are not of real models

In case y'all were wondering the non-linear models were all drawn by hand and do not correspond to a model that has been used by someone in real life. However, except for

perhaps the last figure, they are approximations of models that are used in real-life.
N

= 303UV
(]
; r’\
A model is a function (or a procedure if you will) that divides up the ambient space (in the running example it is the gray area in the first figure) into disjoint regions where each

Models for binary classification
region is colored blue (for what the model considers the positive points) and yellow (for what the model considers to be negative points).
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Model class is independent from earlier steps

indepencence of model from problemJ/data
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s one model enough?
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The earlier linear model works!
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What if the labels are flipped?
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The earlier linear model is terrible!
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But the solution here is simple!
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Is one linear
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We need a class of models

Q1: Will linear models be enough for all datasets?

Q2: How should we define the class of linear models?



Can a linear model explain any of these?
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Can a finite list of linear models work?

How would you search
among the infinitely many
linear models (say in model

Convince yourself that having a finite set of knear modeis will not be able 15 e
constraints: i.e. assume we can represent any number to arbitrary precisiomns training ) ?

NOre precision

the section on linear models). This means
it with the finite number of linear models in

If you pick a finite set of linear models. Since there are infinitely many possible linel
that your finite class will not represent a linear model, Can you use this linear model 1o cond
your class.

Need to include ALL infinitely

many linear models




Does there always exist non-linear model?

Why Yes?
Convince yourself that given any dataset there is always a (possibly non-linear) model that fits it perfectly.

:Given a dataset, can you use the dataset itself to define the model fits it perfectly? (Do not worry about how complicated the resulting model will be-- you just need to
argue that such a model exists.) And do not peek below before you have spent some time thinking about the answer :-)

NO: model training will not work







What properties should a model class have?

Parsimonious representation
We would like to our model class such that its representation size does not depend on the size of your dataset (or has a more reasonable dependence than having to store the
entire dataset to figure out the best fitting model.

In addition to representation size, models with small representation size can be considered to be the “right” model based on the Occam’s razor (7, which says that the
simplest explanation is probably the best solution. This is also related to the notion of generalization [ (which we have briefly seen before).

It turns out that all the model classes that are used in an ML pipeline has this properties (though the notion of "small* changes from class to class.

Efficient model training

In the later step in the ML pipeline of model training, the technical task is
like to be able to do this step efficiently.

And it turns out that while sometimes it is possible 1o figure out theg Are t h ese Q. linear models), this is not always possible (e.g. for
neural networks). In the latter case, we often try to compute an rope rt | es d a model that has the smallest possible mis-
classification error, we might be able to find a model that makes p p

t the best fit model from the given class. Of course, we would

enough?
Efficient prediction
In the later step in the ML pipeline of prediction, the technical task is the 0
course, we would like to be able to do this step efficiently.

J a specific model, figure out the label the model will assign to the point. Of

We would like to point out that model training is basically done once while prediction is done over and over again once the training is done. Hence, while we want both efficient
training and prediction, the notion of "efficient” is different for both tasks. E.g. in some cases, it is not unreasonable spend days trying to do model training but the
corresponding prediction has to be done in (fraction of) a second.



Other desirable properties

Model expressivity
What is missing from the above properties is any constraint on how good the model class is at predicting datasets? In other words, for "real life” data, how accurately can this
model class predict the comrect labels?

The quotes around “real life” data is on purpose: it is a fool's errand to try and precisely define what real life data looks ke, There are two ways around this: 1o propose certain
natural conditions on the data and then thecretically show that under these theoretical conditions on the data, the best model in your class will predict the data labels with
small error (and presumably you also experimentally show that at least some representative datasets satisfy the theoretical conditions). Alternatively, you run experiments and
show that on some representative datasets the empwical prediction errors of the best model in your class is small,

Other desirable properties?

As we progress in the course, we will see that there are properties other than the ones above (which are the primary focus of traditional ML) that could be useful. E.g. does the
model make it easy to "explain® its decision to a human? Can we argue that in some precise sense the model is “fair" or not *biased.”

Can you think of other useful properties?
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Linear models in more detail

Assume only ONE input variable

Given a specific target variable (e.g. in our running example whether a human has high or low risk of heart disease) can be even hope to predict it with a single input variable?.

: Given a target variable, can you think of a variable that can predict it (perfectly)? (If you think the answer is trivial, you are correct :-)). Think about it yourself first before
peeking below!



Body-Mass Index

Body Mass Index
The Body Mass Index (7' (or BMI) is defined as follows. Let w and & be the weight and height of someone in kilograms and centimeters respectively (as we have seen so far).
Then their BMI b is defined as follows:

€

(1a)°

This is equivalent to the more prevalent d
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Weights (kgs)

Moving from 2 variables to 1
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Linear model for one variable

1 if b < b*

f(b)={—1 iftb > b* "

Why is this enough?




Can one variable linear model be of any use?
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Parsimonious representation

Infinitely many

possible values
for b™ 1!

How many
parameters do we

need to determine a
linear model?

How many distinct values
of b® must be considered?




Efficient model training

Given n choices for b", what is an algorithm to compute optimal linear model?

About n?
steps

Update error values
in constant steps?




Other properties

1 if b < b*

1 ifb>bt Efficient prediction?

Z(b) = {

Expressivity?

Explainability?






Linear model in two variables

A _ 1 lfb<b*
PRl = { -1 ifb>b*
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Is this a linear model?
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Back to the real linear model
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Parsimonious representation

As in the case of one variable, which side of the line gets blue color is one parameter (or more precisely one bit (). So the interesting question is how many parameters we
need to represent the line itself.



Intercept: parameter c
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Slope: parameter m
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We now have identified the line!l
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Efficient model training

Efficient model training
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Other properties

1 fw>m-h+c . . .« .-
f(W,h)={_1 Py -fi Efficient prediction?

Expressivity?
More than two

variables?

Explainability?




Decision tree models

Heard of 20 Questions?

ri"_‘z PRODUN%: Wk I
'Ry it

=



We already have seen a decision tree
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