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Passphrase for today: Grace Wahba

Grace Goldsmith Wahba

It is easy (and accurate) to say that Grace Wahba is this country's most eminent female statistician, but
it is also misleading: Grace is in the top few among all American statisticians, and is in fact one of our
most important applied mathematicians. She was also the first female faculty member in the
Department of Statistics at UW-Madison. Supervising the theses of 39 graduate students from four
continents, her career there lasted 51 years, ending with retirement in August 2018.

Grace almost owns the word “spline” as it is used in statistics; her 1990 monograph Spline Models for
Observational Data has been a scientific best-seller. It is based on a series of fundamental papers
written with various co-authors in the preceding years. Of these, the most influential might be 1979's
“Generalized cross-validation as a method of choosing a good ridge parameter”, with Gene Golub and
Michael Heath, which introduced theIGCV (generalized cross validation) criterionl The hallmark of
Grace Wahba's work is a combination of high-powered mathematics, often involving functional
analysis ideas such as reproducing kernel Hilbert spaces, but with the practical problems of real data
analyses kept firmly in view. The very best statisticians always turn out to be good scientists as well as
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Three problems to consider

natural language processing blog The Story of a Data Scientist

Jasmine is a data scientist working for a large university hospital.
She works closely with the hospital management, working on multiple
projects — analyzing trends in spending and medical procedure data

e and building statistical models to help the management and doctors

24 A £ 2016 natural language processing (NLP), gain a better insight into how redirecting resources to different
i computational linguistics (CL) and patients and departments will affect spending, patient health and
related topics (machine learning, c ;
math, funding, etc.) employee satisfaction.
Debugging machine learning
I've been thinking, mostly in the context of teaching, about how to specifically teach debugging One day, Jasmine is in a meet ing with the management, where they
of machine learning. Personally | find it very helpful to break things down in terms of the usual About Me discuss a new'Ly established government program which provides the
error terms: Bayes error (how much error is there in the best possible classifier), approximation = Qhal hospital with additional resources to help manage the health of
error (how much do you pay for restricting to some hypothesis class), estimation error (how £ pat ients with Significant health needs. The program offers monthly
ini imizati View my complete 0 q Py q q *
much do you pay because you only have finite samples), optimization error (how much do you profile b4 P meet ings with a nutritionist ) phys ical the rapy, weekly, free—of-

pay because you didn't find a global optimum to your optimization problem). I've generally found
that trying to isolate errors to one of these pieces, and then debugging that piece in particular
(eg., pick a better optimizer versus pick a better hypothesis class) has been useful.

charge psychotherapy, as well as a personal program coordinator who

is available 24/7 to support the patient and help them navigate

their healthcare. The program was established to support elderly and

For instance, my general debugging strategy involves steps like the following: Labels g;:ggﬁig 5221‘32{?— ’ eg:; rlihéspizgigﬁh _T_Ezgét: }-;5581:;;:: 1020':-00\5/:lec't
L ’

1. First, ensure that your optimizer isn't the problem. You can do this by adding "cheating" Zgés)z 1,200 patients served by the hospital.
features -- a feature that correlates perfectly with the label. Make sure you can = ( )
anrracehilly avarfit tha fraininn data If nat thic ie nrahahly aithar an nnfimizar nrohlam ar  20ViSing (1)
The management is very excited about the additional resources, but
one of the senior doctors brings up that the selection of 50 most
. needy patients may be challenging. Should they select those with
Ad d IS p I ay exam p I e poorest health? Those who do not have relatives or spouses who help

Hospital trying to utilize new govt program

Third example: Prediction hate crime



Real world goal

Real world

goal

Real world goal: Example 1
Your company wants to increase revenue. A majority of revenue for your company comes from facilitating online ads. Your group has to attain this high level goal.

Real world goal: Example 2
Your hospital learns of a new government program that provides hospitals with additional resources to help manage health of patients with significant needs. The hospital

management wants your hospital to utilize these funds since the hospital has been losing money in the last few quarters. However, the funds can only help a (relatively) small

fraction of the patients in your hospital.



Real world mechanism

Real world Real world

goal mechanism

Real world mechanism: Example 1
Since online ads make up a majority of the company's revenue your group decides to improve upon the ad display (with the hope that this can generate more revenue.

Real world mechanism: Example 2
Here you get conflicting demands: the management wants to use the extra funds to cut spending (i.e. keep the current service at their current level) while doctors want to use
the extra funds to supplement the existing services (i.e. add on to the existing services).



Learning problem

Real world Real world Learning

goal mechanism problem

Learning problem: Example 1
Your group decides to predict the click through rate (', which a measure of the likelihood that a user will click on your ad. Based on these prediction, you will better place ads.

Learning problem: Example 2
The doctors had their way so your group decides to predict the patients with most need so that they can targeted with the supplementary practice.






Data collection mechanism

: Data
Real world Real world Learning :
collection

goal mechanism problem .
mechanism

Data collection mechanism: Example 1
Your group decides to log interactions with ads in the current system.

Data collection mechanism: Example 2
Your group decides to use the existing patient electronic health records (which includes details of the current care the patients receive in your hospital but possibly other

details).



Data collection mechanism: general thoughts

: Data
Real world Real world Learning :
. collection
goal mechanism problem .
mechanism

Concept/distribution drift

Privacy can be a concern



Data collection mechanism: Data doesn’t exist
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Data collection mechanism: Data doesn’t exist

Data
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goal mechanism problem

Run surveys

Are my customers actually satisfied?

A global leader in survey software. 20 million questions answered daily.

GET STARTED

Potential

issues?

n Su rveyMon key Products v Solutions v Resources v Plans & Pricing LOG IN SIGN UP I



Data collection mechanism: Data doesn’t exist

Data
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Real world Real world Learning
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Collect data from smartphone

Where's Street Bump being used? What's Street Bump?

549 trips, 37,016 bumps, 0 potholes filled, and 0 roadway problems identified Sireet BUMpiS & crowd-souring |projest that helps

residents improve their neighborhood streets.
@ bumps reported in 101-199 Curtis Dr, Truro, NS almost 6 years ago Volunteers use the Strest Bump mobile app to
collect road condition data while they drive. The data
provides govemments with real-time information to fix
problems and plan long term investments.

For development purpos

Potential

issues?
» |

2 Download on the |
& App store

Map data ©2020 Google | Terms of Use | Report a map error

Want to use Street Bump to improve your community? Contact Us



The smartphone blind-spot

Many of us in CSE assumes that “everyone”
has smartphones

Lower-income Americans have lower
levels of technology adoption

% of U.S. adults who say they have the following ...

m<$30K m$30K-$99,999 = $100K+

N
Smartphone 85
97
R s
Desktop or laptop 83
computer
94
N 5o
Home broadband 81
94
B
Tablet computer 55
70
B s
All of the above 39
64

Note: Respondents who did not give an answer are not shown.
Source: Survey conducted Jan. 8-Feb. 7, 2019.
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Data collection mechanism: Data doesn’t exist

Younger Americans and men are among the most
likely to play video games

Data % of adults saying they often/sometimes play video gameson a computer,
Real World Real World TV, game console, or portable device like a cellphone
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Which data to collect?

Data .
) Which data to
collection

goal mechanism problem . collect?
mechanism

Real world Real world Learning

Which data to collect?: Example 1

Even though you have access to the current system, you cannot log everything. This could be because e.g. sorting everything would need a lot of storage or perhaps if the
system were to log every action it observes then just the act of logging everything can slow down the system (which is not desirable). For example, your group (as Hal
suggests (7)) decides to log queries (for which ads are generated), ads and clicks.

Which data to collect?: Example 2

In this example,by restricting yourself to electronic health records, you are limiting yourself to what is logged into the electronic health records. One could e.g. try and use
doctor's notes to glean more information but these are not necessarily standardized and its not clear how to extract information from doctor's notes. Further, there have been
complaints from doctors on the usability of electronic health records (£, which raises issues about accuracy of data being collected. Finally, for the study that your group is
planning will most probably need IRB approval from your hospital, which could in turn restrict which data can be collected/used for your system.



Which data to collect?: General thoughts

: Dat :
Real world Real world Learning coIIeacgon Which data to

goal mechanism problem . collect?
mechanism

Expense might determine what gets collected

Time to finish a survey also has implications

Other restrictions, e.g. from an IRB






Data representation
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Data representation

Data

Real world Real world Learning collection Which data to Data

collect? representation

goal mechanism problem

mechanism

Data representation: Example 1
Your group has zeroed in on query, ad and clicks. For the latter perhaps the most natural way to represent this to encode whether a user clicked on ad or not (so either + for

clicked and — for not clicked or 1 for clicked and 0O for not clicked. The representation for query and the ad is not as straightforward. We could store the exact text for the
query and the ad but that seems to indicate issues (e.g. what is you ad text are distinct strings but are essentially the "same" for human consumption or what if someone runs
a query that has the same keywords as another query but in different order). To get around this issues by using the text as is, your group decides to use a representation that is

more standard in natural language processing: bag of words model (4.

Data representation: Example 2
In this case since your group is using the electronic health records, then the data representation is pretty much already fixed for your group. Perhaps one exception could be to

represent the doctor's notes in the bag of words model (£ as above.



Data representation: General thoughts
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Real world Real world Learning ot Which data to Data

. collection ,
goal mechanism problem ) collect? representation
mechanism

g’@ World Health
XY Organization

=

/ﬁ‘ Health Topics v Countries v Newsroom v Emergencies v About Us v

Classifications

ICD-11 is here!

Family of International
Classifications (FIC)
ICD-11 is here! A version released on 18 June 2018 is available for

Member States and other stakeholders to use in order to begin
preparations for implementation in country, such as preparing

Categorical data

Browse the release version here [2

Classification of Diseases (ICD)

Classification of Functioning,
Disability and Health (ICF)
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Interventions (ICHI)
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Browse the release version here [2
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VL model classes
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Restrict to two input variables
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Does every human get their unique point?
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Need more dimensions
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Focus on binary classification

We had mentioned this in the passing earlier, that in this course we will focus on binary classification: i.e. the target variables that we will consider in this course only take two
values: typically we will call one value positive and the other negative . For example, in the running example in this notes of predicting the risk of heart disease, positive
would mean high risk of getting heart disease and negative would mean low risk of heart disease.

Of course, it many cases (including the heart disease risk prediction) it makes sense to have the target variable take many values (or even for the case when the target variable
is inherently binary it makes sense to assign a probability of whether the target variable is positive-- in which case the target variable is a real number between 0 and 1 and
thus takes on infinitely possible values).

We decided to focus on binary classification since it makes the exposition easier (including drawing figures of the kind y'all will see soon) but at the same time is complex
enough to illustrate many of the technical details and nuances.



What is @ model?

A “curve” /[function that labels every point either as positive (blue) or negative (yellow)

700
The line “defines”

the model. AImost...
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The colors can be flipped!

700

Linear models
The models we considered above (as we have seen before) are called linear models (because you can literally draw a line to present them in 2D). In particular, in the case of

two input variables, a linear model is completely defined once you specify the line as which of the two sides is the positive side (and the other side automatically becomes the

~

negative side).
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Can go beyond linear models: why not?
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't can get crazier...
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And crazier!

700 j 700 I

In case y'all were wondering the non-linear models were all drawn by hand and do not correspond to a model that has been used by someone in real life. However, except for
perhaps the last figure, they are approximations of models that are used in real-life.

Eﬂ 35U L \._./ / % 55U &\\-y/
= N =

Models for binary classification

A model is a function (or a procedure if you will) that divides up the ambient space (in the running example it is the gray area in the first figure) into disjoint regions where each
region is colored blue (for what the model considers the positive points) and yellow (for what the model considers to be negative points).

150 300 150 300

Height (cms) Height (cms)






Model class is independent from earlier steps

Independence of model from problem/data
When we first looked at choosing the model class as part of our walkthrough of the ML pipeline, by the time we looked at the linear model cartoon, we already had the labeled
(red/green) points. However, so far we have not seen labeled points in our plots yet. Why so?

The fact that you can talk about a model independent of the training data is precisely the reason ML is so effective: i.e. traditionally it has been important for the models to be
defined independently of the problem/data so that one can reason about them independently of the problem/data. This abstraction is what given ML its power. In particular,
this abstraction allows one to use the same technology for different problems/data and allows for the wide-spread use of ML in many areas. Basically if one can do the seventh
step of the ML pipeline (and beyond) independently of the first six steps, then one can use "off-the-shelf" ML systems for the seventh step and beyond of the ML pipeline and
for a particular application, one can just concentrate on the problem-specific tasks. In particular, any advance in the non-problem specific steps of the ML pipeline can then be
used for any problem where one has handled the first six steps.

As mentioned above, the argument above is the current/traditional way ML systems are used. However, as we will see later in the course, such a clean separation between the
first six steps of the ML pipeline and rest leads to situations with non-ideal outcome especially when it comes to questions of fairness or bias. The high-level reason for this is
that even though we have drawn the ML pipeline as a sequential set of steps, in real life they are not so. Specifically, the fact that every step of the ML interacts with society
means that the various are not independent of each other even though our flowchart might make it look otherwise.



s one model enough?
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The earlier linear model works!
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What if the labels are flipped?
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The earlier linear model is terrible!
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But the solution here is simple!

700 -~

Is one linear
model and its
“complement

’

= enough for all
dataset?

Weights (kgs)

150

Height (cms)



70

35

70®

350

70

35

70

35

35

150

150

300

70

35

300

150

150

150

300

150

150

150

300 150
A
70
35
—>> .
300 150

>
300

A A
70 o 70
[ J
[ J
39 ® 35
[ J
[ J
[ J Y [ J
150 300 150 300
A
70
[ J
g °
[ J
35
[
) [}
150 300 150 300
A
73 / 70
35 35
150 300 150 300



We need a class of models

Q1: Will linear models be enough for all datasets?

Q2: How should we define the class of linear models?



Can a linear model explain any of these?
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Can a finite list of linear models work?

How would you search
among the infinitely many
linear models (say in model

Convince yourself that having a finite set of linear models will not be able ig jgnore precision

constraints: i.e. assume we can represent any number to arbitrary precisiO trainin g)?

the section on linear models). This means

: If you pick a finite set of linear models. Since there are infinitely many possible line
it with the finite number of linear models in

that your finite class will not represent a linear model. Can you use this linear model to cons
your class.

Need to include ALL infinitely

many linear models




Does there always exist non-linear model?

Why Yes?

Convince yourself that given any dataset there is always a (possibly non-linear) model that fits it perfectly.

:Given a dataset, can you use the dataset itself to define the model fits it perfectly? (Do not worry about how complicated the resulting model will be-- you just need to
argue that such a model exists.) And do not peek below before you have spent some time thinking about the answer :-)

NO: model training will not work







What properties should a model class have?

Parsimonious representation
We would like to our model class such that its representation size does not depend on the size of your dataset (or has a more reasonable dependence than having to store the

entire dataset to figure out the best fitting model.

In addition to representation size, models with small representation size can be considered to be the "right" model based on the Occam's razor (£, which says that the
simplest explanation is probably the best solution. This is also related to the notion of generalization (" (which we have briefly seen before).

It turns out that all the model classes that are used in an ML pipeline has this properties (though the notion of "small" changes from class to class.

Efficient model training
In the later step in the ML pipeline of model training, the technical task is the follow
like to be able to do this step efficiently.

t the best fit model from the given class. Of course, we would

And it turns out that while sometimes it is possible to figure out thes Are th (SRS .g. linear models), this is not always possible (e.g. for

neural networks). In the latter case, we often try to compute an rope rtl es d a model that has the smallest possible mis-
classification error, we might be able to find a model that make p p
enough?

Efficient prediction
In the later step in the ML pipeline of prediction, the technical task is the TOT
course, we would like to be able to do this step efficiently.

d a specific model, figure out the label the model will assign to the point. Of

We would like to point out that model training is basically done once while prediction is done over and over again once the training is done. Hence, while we want both efficient
training and prediction, the notion of "efficient" is different for both tasks. E.g. in some cases, it is not unreasonable spend days trying to do model training but the
corresponding prediction has to be done in (fraction of) a second.



Other desirable properties

Model expressivity
What is missing from the above properties is any constraint on how good the model class is at predicting datasets? In other words, for "real life" data, how accurately can this
model class predict the correct labels?

The quotes around "real life" data is on purpose: it is a fool's errand to try and precisely define what real life data looks like. There are two ways around this: to propose certain
natural conditions on the data and then theoretically show that under these theoretical conditions on the data, the best model in your class will predict the data labels with
small error (and presumably you also experimentally show that at least some representative datasets satisfy the theoretical conditions). Alternatively, you run experiments and
show that on some representative datasets the empirical prediction errors of the best model in your class is small.

Other desirable properties?

As we progress in the course, we will see that there are properties other than the ones above (which are the primary focus of traditional ML) that could be useful. E.g. does the
model make it easy to "explain" its decision to a human? Can we argue that in some precise sense the model is "fair" or not "biased."

Can you think of other useful properties?



Break!



Decision tree models
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We already have seen a decision tree
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Decision trees in one variable

0 30 250
BMI (kg/m?)



Asking more questions

7~ N\

Class of decision trees in one variable (formal-ish definition)

A decision tree is formally defined as a labeled binary tree (i.e. you have nodes, other than leaf nodes, with two outgoing labels-- one labeled as 1 and the other as —1
and each leaf is colored blue or yellow. Note that a leaf node has no outgoing edge). Further each node other than the leaf nodes (also called internal nodes ) have a
comparison of the form b > b* associated with them).

The class of decision tree models is the collection of all possible decision trees in one variable. Note that this is indeed an infinite class like the class of linear models but as we
will see shortly, this class is way more expressive.

1 -1 1 -1



Why is this a tree?

eeeeee






Last model class: Neural networks (NNs)

29,317 views | Feb 9, 2020, 08:39pm

Deep Learning Has Limits.
Deep learning Al discovers But Its Commercial Impact
surprising new antibiotics Has Just Begun.

0 O Deep learningéadhfélthérs Bengio, Hinton,
and LeCun say the field can fix its flaws

Yoshua Bengio, Geoffrey Hinton, and Yann LeCun took the stage in Manhattan at an Al conference to present a
united front about how deep learning can move past obstacles like adversarial examples and maybe even gain
common sense.

€) Facebook launches 3D deep learning library for
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Away from the hype: non-deep NNs

Simplification galore!

Much more so than the other two models, we will be simplifying the treatment of neural networks. In particular, we will be presenting a very strict sub-class of neural networks.

Later on, we will briefly mention the generalization needed to do deep learning (£, which is a fancy re-branding of ML techniques that have existed for decades and folks are
already wondering if deep learning is over-hyped (4. But that is a story for another time.
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NN [dea 2: Apply linear model AFTER transform
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Whither the transforms?

One possibility: Linear transforms
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Linear transforms™ are invertible
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Argue that a linear transform followed by a linear model is equivalent to (another) linear model in the original space.

: Can you "reverse" the whole process?
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NN Idea 1": Use a non-linear transform
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NN Idea 1’: Use a non-linear transform
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Bunch of values get zeroed out!
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Let’s apply linear model to transformed space

700

350 +

Weights (kgs)

150 300

Height (cms)



Did we gain over linear models?
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Reminder # 1
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Reminder
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Did we gain over linear models?
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What is really happening....
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Side by side comparison
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An exercise to do at home (if you so choose)

We now briefly give a strong reason for why we did not consider neural networks in one variable-- it turns out that this class of models is exactly the same as the class of
linear models in one variable. In this exercise, you will argue this claim.

First we more precisely define neural networks in one variable. First a linear transform in one variable isamap b = m - b + c¢. So if £ is the final linear model that we will
apply after applying ReLU to the linear transform of b, then we get the following description of a neural networks in one variable:

NN(®) := £ (ReLU (m - b + ¢)) .

Argue that for any linear model ', the model NN is also a linear model.
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Use many non-linear transforms!

Conv (op#0)

Relu (op#1)

MaxPool (op#2)

LRN (op#3)

Conv (op#4)

Relu (op#5)

Conv (op#6)



Desired properties of NNs

Model expressivity

It is known that neural networks can approximate any functions (' and hence can represent any labeled dataset exactly. Covering this result is out of the scope of this course.

Parsimonious representation

It turns out that neural networks (at least the recent ones with multiple layers) actually are not parsimonious. In fact, these models are overparameterized. Given this, it is
somewhat surprising that in many widely used applications neural networks do not seem to overfit (4. Covering this result is out of the scope of this course.

Efficient model training

Not much is known theoretically on the efficiency of model training for neural networks. In practice, algorithms such as (stochastic) gradient descent (' work well in practice
but its theoretical properties are not well understand in the context of training neural networks. We will very briefly come back to gradient descent when we consider the model
training steps of the ML pipeline.

Efficient prediction

The efficiency prediction depends on the how many layers are used in the neural network as well as the efficiency of computing each layer. Covering this out of the scope of
the course.

Other desirable properties?
Neural networks are notorious for not being explainable. We will return to this topic later in the course.



